
Institute of Theoretical and Applied Informatics
Polish Academy of Sciences

Abstract of doctoral dissertation

Explainability and security of intelligent
systems
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Gliwice, 2023



Abstract

Intelligent systems are used in many areas of human life. Although they offer
high accuracy and effective problem-solving, their practical application is still
limited due to their security issues and low explainability. These current prob-
lems result in a low level of trust that society places in artificial intelligence,
which limits the use of such systems in safety-critical domains. Therefore, it
is necessary to propose methods that would improve the security and explain-
ability of existing systems, as well as to consider these aspects in the process of
designing new solutions.

The aim of this doctoral thesis is to improve the security and ex-
plainability of intelligent systems. To achieve this goal, different issues
related to security and explainability of such systems have been thoroughly in-
vestigated. A series of methods has been proposed to improve these two aspects.
The results confirming their effectiveness have been presented and compared
with alternative existing approaches. Due to the interconnection between secu-
rity and explainability, some of the proposed methods have a positive impact
on both of these aspects.

In the case of security, different aspects of intelligent systems security have
been comprehensively examined: both the traditional information technology
threats (cyber attacks, software vulnerabilities) and the threats directly related
to artificial intelligence algorithms.

In the domain of cyber attacks, an attack detection system based on novel
methods for initialization and training of Random Neural Networks has been
proposed. The proposed initialization method aims to ensure the neutrality
of the network prior to the beginning of its training process and better inter-
pretability of the process, resulting in improved explainability. The training
method limits the number of expensive operations performed during the train-
ing procedure. The proposed methods allow to achieve better accuracy results
in the context of detecting cyber attacks compared to the baseline solution.

In the area of software vulnerabilities, an extensive analysis of known vul-
nerabilities within the leading deep learning library, TensorFlow, has been con-
ducted, and the adequacy of available static code analyzers in detecting these
vulnerabilities has been tested. Since the available tools show low effective-
ness in detecting vulnerabilities in this type of software, vulnerability detection
methods based on traditional machine learning algorithms and feature selection
have been proposed, as well as a hybrid system using an original modification
of Random Neural Networks and mixed features characterizing the program
code. It has been demonstrated that the proposed solutions improve accuracy
compared to the baseline solutions.

The thesis also presents methods from the field of deep neural network test-
ing. A method has been proposed that allows to create datasets for comprehen-
sive real-world testing of deep vision networks. Also, a method has been created
that allows to test networks’ resiliency to dedicated threats - adversarial attacks.
The first method makes it possible to automatically create labeled datasets and
test deep neural networks directly on automated guided vehicles. The proposed
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adversarial attack allows testing of vision networks and is independent of the
network’s classifier. The results showed that samples generated through the
proposed attack result in higher harmfulness than samples generated through
commonly used attacks. A metric that is straightforward in interpretation has
also been proposed to enable practical evaluation of the degree of harmfulness of
adversarial attacks. The thesis describes the advantages of the proposed metric
over available metrics. The simplicity of interpretation and use of the metric
has a positive impact on the explainability aspect.

In the area of explainability, a method for interpreting the operation of
deep Convolutional Neural Networks has been proposed. The method allows to
visualize the activation of the network and its overall concentration on a given
image. The method is independent of the network’s classifier and does not
require the calculation of the values of its gradients. It has been presented that
different variants of the method can be used for visual examination of pattern
extraction and bias. It has also been presented that the method can be used
to study the impact of adversarial attacks on network operation, which has
a positive impact on the security aspect. The proposed method is simpler than
the available approaches, and at the same time informative, which results in
improved explainability of network operation. Also, an intelligent system for
locating users with smartphones has been proposed. The proposed solution
uses Bluetooth signal strength and original metrics that can be used to filter
out unreliable readings of users’ positions. The proposed metrics are formulated
in such a way as to be straighforward in interpretation even for non-technical
users of the intelligent system. This has a positive impact on the practical
explainability of the system.
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Cloud generation for SLAM algorithm evaluation”, Sensors, vol. 21 (10),
issue Special Issue: Advance in Sensors and Sensing Systems for Driving
and Transportation: Part B, 2021.
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