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Abstract—The Quality of Service (QoS) experienced by the
packets that constitute a cloud computing task does not only
depend on the performance of the cloud computing network
infrastructure at the data centre but also on the performance
of the access networks and the internet core networks traversed
by the packets before the task is fully submitted to the cloud
computing or processing servers for execution or processing.
Sometimes, some of the tasks that are submitted and are waiting
in queues to be processed could be removed from the queues
without being processed (task reneging or dropping). Removing
tasks from the queue could result from the user’s impatience,
missing execution deadline, security reasons, or an active queue
management strategy. The reneged or dropped tasks could be
resubmitted depending on the reason for which it was dropped.
The resubmission of tasks decreases QoS and increases the energy
consumption overhead as more energy is required to transport
the resubmitted tasks through the access, core, and data centre
networks. In this paper, we propose a multiserver queueing
model with correlated reneging and resubmission to analyse the
performance of a cloud computing server.

Index Terms—Transient-state, steady-state, performance eval-
uations, cloud computing model, correlated reneging of tasks and
resubmission

I. INTRODUCTION

Cloud computing is an emerging paradigm which enables
cloud service providers to offer computing services such
as software, platforms, infrastructure, and other computing
services to cloud computing users based on demand [1], [2].
It has significantly reduced the cost of setting-up and scaling-
up information technology (IT) infrastructure and services. It
has also emerged as the backbone of the modern economy,
and have eliminated the need to develop and deploy the
infrastructure and services from scratch. The time to set-up
the IT infrastructure and services by enterprises, especially
start-ups, have been significantly reduced. Therefore, it enables
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cloud users to access various IT resources based on demand,
and with low management overhead [3]. It also reduces
security, storage, and the management cost incurred by the
end-users, and provide development environment and tools for
the application developers.

The cloud computing physical machine has been repre-
sented using queuing models in [1], [2], [4]-[8]. The authors
in [4]-[6] used the M/M/c queuing model where the first M
indicates that the inter-arrival times follow a Poisson arrival
process while the second M indicates that the service times
are exponentially distributed respectively, c¢ is the number of
virtual machines (VMs) assumed to be running in parallel,
and the buffer size or the maximum queue size is infinite.
However, the buffer size is not infinite as memory is a limited
resource in computing systems. If there is no available space
to store arriving tasks, the tasks that arrive when the buffer is
full will be dropped, and this scenario should be considered
when designing and planning cloud computing systems. The
authors in [1], [2], [7], [8] used an M/M/c/K queuing model,
where K = N +c and N is the buffer size. They derived the
probability of task rejection or tail dropping when the buffer
is full and incoming tasks are rejected continuously.

Not all the tasks stored in buffers in cloud computing
servers are processed. After submitting a task, it could be
possible for a user to cancel the task or renege for vari-
ous reasons. A task could be dropped because its execution
deadline has been exceeded, due to security reasons or as
an active queue management strategy. The authors in [1],
[2] proposed steady-state multiserver queueing models for
the performance analysis of cloud computing servers with
task reneging or dropping of tasks from the queues. The
authors in [8] proposed queueing theory-based performance
evaluation model for cloud computing servers with reneging



and resubmission of reneged tasks.

The resubmission of tasks that have been dropped implies
that the network must again allocate resources to transport
the packets that constitute the dropped tasks from the users’
devices through the access, core, and data centre networks and
store the tasks again in the buffers in the cloud computing
queues. Handling resubmitted tasks increases the traffic load
and resource usage, decreasing the QoS and increasing the
energy consumption in the access, core, and data centre
networks. Hence, extra energy is required to receive, store,
process, and transmit packets in network nodes. Increased
energy consumption due to the handling of resubmitted tasks
(in large scale data centres) increases the carbon emission (if
energy is generated from fossil fuels) and also increase the
operations cost for the cloud service provider.

The model proposed in the paper differ from the one
proposed in [8] in that instead of considering that the reneging
times are exponential distributed, we assume that reneging
times are correlated. Correlated reneging could be useful to
model a scenario where the reneging or dropping of a task
from the queue, could trigger the reneging or dropping of tasks
that depend on it. In this paper, we propose a multi-server
Markovian queuing model with correlated reneging of tasks
from queues in cloud computing servers and resubmission
(or feedback) and use it to study the influence of correlated
reneging, arriving traffic of tasks, and resubmission probability
on the performance parameters such as mean delay and the
blocking probability in the transient state. We also present the
steady-state performance analysis.

The rest of the paper is organised as follows: Section II
contains a description of the cloud computing model with
its corresponding queueing model with tasks reneging or
dropping, section III contains the proposed queueing model,
section IV contains some numerical examples for performance
evaluations, and section V contains the conclusion and future
works.

II. QUEUING MODEL DESCRIPTION

The tasks submitted by the users are transported over the
internet to the cloud data centres, as shown in Figure 1. When
tasks travel from the user devices, through the access networks
and the internet core networks to the cloud computing servers
where they are executed, they are delayed in queues formed
within the various network devices. However, most of the
performance evaluation studies of cloud computing services
give the impression that the tasks are submitted directly to the
cloud computing servers without any delay cost incurred as
the task travels from the user device to the cloud servers. The
delay budget can be given as

D= Dlink + Daccess + Dcore + Dcloud (l)

Where, Dy is the delay experienced by packets that con-
stitute the tasks as they are propagated through the transmis-
sion medium (either wireless in the case of wireless access
networks or wired in the case of some access and core
networks). Also, Dgccesss Deore, and Dejonq are the mean
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Fig. 1. Cloud computing model

delays experienced by the packets that constitute the task due
to queueing and transmission in network devices at the access,
core, and data centre networks respectively.

Queueing theory has been extensively applied to evaluate
the performance of access and core networks (steady-state and
transient state analysis of the delay and packet losses) [9],
[10]. At the edge router, which acts as an interface between
the access and the core network, smaller packets from the
access networks (e.g., DSLs, Ethernet LANs, wireless LANS,
IoT and 3G/4G/5G mobile networks) are aggregated into
larger packets. The packets are converted into optical packets,
transported through the optical core networks purely in the
optical domain, and disaggregated at their destination. Packet
aggregation increases bandwidth efficiency, ensure efficient
use of network resources, and reduces energy consumption
at the access, core, and data centre networks as demonstrated
in [11]. Still, it introduces additional delays, which may be
unacceptable for real-time applications (especially IoT real-
time applications). It should be noted that with rapid advances
in broadband networks and high-speed optical internet core
networks, the delays experienced by the tasks as they travel
from the access networks to the cloud servers have been signif-
icantly reduced. However, due to the variable times required to
execute or process tasks in cloud computing servers, queues
are inevitable, and the queueing delays may sometimes be
significant.

When tasks arrive at the cloud computing data centre, they
are scheduled to the respective physical machines by the load
balancer. At the physical machine, the tasks are assigned to the
respective VMs for execution. Each physical machine contains
several VMs that processes or executes the tasks submitted by
the users and return the results, which could be sent back to the
users through the transmission servers. A simplified queuing
model representation of a cloud computing data centre with
task reneging or dropping is shown in Figure 2.

It is assumed that the interarrival times of tasks at the
task queue follows a Poisson process with parameter A and
that the service times are exponentially distributed with
parameters p. The mean processing rate of tasks is:

nu, 0<n<c
pn = { e ¢c<n<N

The maximum number of tasks at each queue is K = N + ¢,

n Medium (i.e. 6LOWPAN)
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Fig. 2. Queuing model of a cloud computing data centre

where ¢ is the number of VMs running in parallel and N
is the size of the buffer in which the tasks are stored. Any
task that is waiting in the queue can be dropped from the
queue without being processed. When a task is dropped,
other tasks that depends on it are likely to be dropped. A
task that is dropped from the queue can be resubmitted with
a probability, p;, otherwise, it is not resubmitted with a
probability of ¢; = 1 — p;. Therefore, the reneging of the
tasks can take place only at the transition marks tg, 1, to, ...
where 0, = t,. —t,._1,r = 1,2, 3..., are random variables with
Plo, <z]=1-—exp(—€x);§ > 0,r =1,2,3,... That is, the
distribution of inter-transition marks is negative exponential
with parameter £. The reneging at two consecutive transition
marks is governed by the following transition probability
matrix:

to t,
0 1
0 1| poo Po1
from t,_4
L] p1o P11

where poo + po1 = 1 and p1o + p11 = 1.
0 refers to no reneging and 1 refers to the occurrence
of reneging. Thus, the reneging at two consecutive transition

marks is correlated.
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Fig. 3. The state transition diagram of the queueing model

Let X (t),¢ > 0 be a random process that represent the num-
ber of tasks in the queue at time ¢ and P{X (t) = n} = P, ,.(¢)
be the probability that there are n tasks in the queue at time ¢,
where r = 1 indicates that reneging has occurred at a previous
transition mark otherwise, no reneging has occurred. Let us
consider that the probability that at time ¢, there is no task
in the buffer (n=0) and that all the VMs are idle is Qg ,(t),
and also consider that the probability that at time ¢, there is
no task in the buffer and k& (1 < k < ¢) servers are active is
R{ .(t). Also, suppose that the probability that at time ¢, the
buffer is full (n=N) is Py . (1).

The difference-differential equations for the time-dependent
state probabilities of the number of tasks in the queue obtained
using the state transition diagram in Figure 3 are:

L Quolt) = —MQuolt) + s Rbo(t) @
SR = — Ot pan) Bho(t) + 20 R + AQool)
3)
TREG0) = —Ot hua)BE(0) + (k + Dpgi RS
ARG (), 1<k <c “)
%R&o(t) = —(A+cuq)R5o(t) + cugr Pro + 5
ARG (1)
LPLo(t) = (Ot epay + ©Piot) + e Poo(t)
+ARG o(t) + &[pooPro(t) +pioPr1(t)]  (6)
L Paolt) = O\t ey +n€)Pao(t) + e P olt)
+AP,—1,0(t) + n&PooLn,o(t) + p1oLn,1(t)],
l<n< N (7
%PN,O(LL) = —(cuqr + NEPno(t) + APn-10(t)
+NE[pooPr,o(t) + proPna(t)] ®)
L Qualt) = —MQualt) + R, (1) ©)
SREA) = Ot ) B (1) + 200 Ry +AQoa (1)
(10)
TREW) = Ot hug)BE (1) + (k + DpgiREY
ARG (), 1<k <c (1)
SREA) = — Ot )G 4 (1) + s Pry -+ ARG (1)
+E€[p11P1,1(t) + po1 Pro(t)] (12)
%Pm(t) = —(At+cepqr +&Pra(t) + cpqi Poa(t)
FARG 1 () + 28[po1 Pa,o(t) + p11 P21 (£)](13)
DPalt) = ~Ot s+ nPaa (6 + enar Pasa ()

+AP,_1,1(t) + (n + 1)&[po1 Pns1,0(t)

+p11 P11, 1 <n <N (14)
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In steady-state, the time-dependent variables of the queueing
model in equations 2-15 becomes independent of time, that is:
lim Qo-(t) = Qo r= 0,1, lim RS (t) = Rf,, k=1,2,..c,
t—o0 t—o00 ’ ’
r= 0,1 and tli)rgoPm.(t) = P,,, n=0,1,2,..N and r= 0,1
Therefore, in steady-state, the differential equations above
becomes simple linear equations (see equations 20-31 in the
appendix-1). Detailed steady-state analysis of the presented
model can be found in the appendix-1, but it will be easier
to use standard solvers for systems of linear equations but for
systems with fewer states, the presented methods can be used.

After obtaining the steady-state probabilities using the pre-
sented steady-state analysis, we can derive some steady-state
performance evaluations parameters such as the mean number
of tasks in the queue, the average rate at which tasks are
being removed from the queue (reneging rate), the task loss
probability resulting from task rejection (tail dropping of tasks
from the queue), and the mean waiting time of tasks in the
queue. The mean number of tasks in the queue is

N N
Lq= ann,o + ann,l
n=1 n=1

Suppose that the tasks arrive in the queue when the buffer
in which tasks are stored is full and will be rejected with a
probility Py, (the probabilty for the state n = N, which
can be obtained from the steady-state analysis), and that the
instantaneous rejection rate of tasks from the queue is A\, =
A(Py,0 + Py.1). Also, suppose that any of the n tasks in the
queue could be removed or could renege, then the average
reneging rate is

—(cuqr + Nf)PN’l(t) + )\PN—l,l(tXIS)

(16)

N N
R=Y néPuo+» n&Pun (17)
n=1 n=1

The probability of losing tasks due to rejection of tasks
when the buffer is full and due to the removal of tasks from
the queue (reneging of users or task dropping) is [1], [2], [12]

A+ R
A
We obtain the expected waiting time of tasks in the queue
using Little’s law, which is well know in queueing theory.

The steady-state waiting time of tasks in the queue is
Ly
AM1—=Puo—

bi (18)

W, (19)

P, n,l)
Therefore, the design parameters such as the buffer size NV,
the processing speed of the virtual machine su (where s is
the mean size of tasks and p is mean rate at which tasks are
processed), and the number of virtual machines ¢ should be
chosen such that for a given traffic rate A, the probability of
losing tasks and the waiting time of task in the queue should
be acceptable.

In the transient-state, it is difficult to analytically solve
the set of differential equations in section 3 (equations

(2)-(15)) above. Therefore, we use a numerical method
(Runge-Kutta method of fourth order) to obtain the transient
solution of the model. The ”ode45” function of the MATLAB
software is used to solve equations (2)-(15) to obtain
the transient performance results presented in the next
section. The probability that at time ¢, the buffer is full
(n=N), Py ,(t), can be obtained by solving equations
(2)-(15) numerically. The average waiting queue size and
the average waiting time in transient state are given by
N

S nlPa(t) + P ()
B Ly(1)
(T~ Qon®) — Qor(®) - Sy (Rho(®) 1+ B, ()

~
i)
—

~
=

IV. NUMERICAL EXAMPLES

For all the graphs plotted, we take the initial condition
as P o(0) = 1 (i.e. there is one task in the queue at time
t = 0), poo = 0.8,p01 = 0.2,p10 = 0.7 and p;; = 0.3
(the probabilities pog, Po1, P10 and pi; are choosen such that
Poo + po1 = 1 and p1p + p11 = 1 as seen in section II).

Figure 4 shows the variation of the average delay experi-
enced by tasks waiting in processing server queue with time
and a comparison between the multi-server Markovian queuing
model with feedback and correlated reneging, multi-server
Markovian queuing model with correlated reneging and multi-
server Markovian queuing model with feedback and reneging
cases. It is observed that in the transient state, the average
delay first increases and then attains the steady state after some
time. For the queuing model with feedback and correlated
reneging, the average delay is higher than the queuing model
with correlated reneging, which shows the effect of feedback
(resubmission of tasks), that is, more tasks are re-joining the
queue, and hence, the tasks wait longer in the queue. Also,
the average delay for the queuing model with feedback and
correlated reneging is higher than the queuing model with
feedback and simple reneging; however, it depends on the
correlation between the dropping instants. If the reneging time
instants have a high correlation, the dropping of tasks at one
instant may result in the dropping of tasks that depend on it in
future instants, and the queue size will reduce, leading to lower
delays. The influence of correlation reneging is illustrated in
figure 8 which shows the influence of transition marks on the
average delay. A similar behaviour can be observed for the
probability of task blocking as shown in figure 5.

Figures 6 and 7 show the influence of the average arrival

rate of tasks on the average delay and the probability of task
blocking, respectively. It can be observed that on increasing
the value of the mean arrival rate, both the average delay and
the probability of task blocking increase.
Figure 8 shows the influence of the rate of transition marks
on the average delay. It can be seen that an increase in the
rate of transition marks creates a decrease in the average
delay. The higher the transition marks, the more instances
where the reneging could occur and hence, decrease in the
queue size and delay.
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Figure 9 illustrates the effect of the probability of feedback
(resubmission) on average delay in the queue. It can be
seen that with an increase in the probability of feedback,
the average delay increases, which is quite obvious as
resubmissions result in larger queue sizes and hence,
increased delay.
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V. CONCLUSIONS

We have proposed a multiserver Markovian queuing model
for the analysis of the performance of a cloud computing
processing queue with correlated reneging or dropping of tasks
from the queue. With the use of numerical examples, we
demonstrated the influence of correlated reneging of tasks, the
arriving traffic of tasks, and the probabilities of resubmission
of tasks on the mean delay and the blocking probability in the



transient state. We also presented the steady-state performance
analysis. Increasing the mean rate at which the tasks are
submitted increases the mean delay and the probability of
task blocking. Increasing the probability of task resubmission
increases the delay and the blocking probability. Without
resubmission, the delay and the probability of task blocking
are smaller than the case with resubmission. The resubmission
of tasks decreases QoS (i.e., increases delay, packet losses, and
processing overhead). It also increases the energy consumption
overhead as more energy is needed to transport the resubmitted
tasks through the access, core, and data centre networks.

Even though Markovian queueing models have been used
to evaluate the performance of cloud computing queues, they
are limited by the assumption that the interarrival times of
tasks into the queues follows a Poisson process and that
the processing times are exponentially distributed. In reality,
the tasks interarrival times and the processing times do not
fully satisfy these assumptions but could be used to simplify
the analysis. Attempts to perform steady-state and transient-
state analysis of QoS in cloud computing using queueing
models with general arrival times and general service times
of tasks into the queues was discuss in [13], [14]. As a
continuation of this work, diffusion approximation [15] to
evaluate cloud computing queueing models with task reneging
and resubmission using real traffic and realistic processing
time can be used.

Appendix-1

In steady-state, the difference equations describing the dy-
namic evolution of the queue reduces to:

0 = _)‘R(l).,o + 2MQ1R8,0 (20)
0 = —(A+kpq)REo+ (k+ DugREH
ARG 1<k <ec (21)
0 = —(Atcpa)Rio+ cugiPro+ ARG, (22)
0 = —(A+cugr +&)Pro+cugiPap+ ARG,
+&[poo P10 + proPi 1] (23)
0 = —(A+cpqr +n&)Puo+ cpgiPryio+ APa—10
+né[pooPro +p1oPni1],1 <n < N (24)
0 = —(epgr +NEPno+ APn_1p
+N¢&[pooPn,o + p1oPn 1] (25)
= —ARj, +2uqRj, (26)
= —(A+kpq)Rs,y + (k+ Dua Ryt
ARG 1<k <c (27)
0 = —(A+cpq)Rgy +cuqi Py + )\RS’?
+&[p11P11 + po1 P o) (23)
0 = —(At+cuq +8Pi1+cuqiPey + ARG,
+2€[po1P,o + p11Po 1] (29
0 = —(ANcpuqr +nE)Pu1+cpuqiPoyia +APo—11

+(n+ DEPpo1Prog1,0 +p11Pry1i(D)],1<n< N
(30)

0 = —(cpuqr+ NEPy1+ APy_1:1 (31

Thus, the steady-state equations for (20)-(31) can be expressed
in matrix-form as

PQ = 0. (32)

—A A2 0 Ajs 0 Ais 0 Ajs

Az1 Az A2z Az4 Azs Aze Azr Azs

0 Asz2 —(Mcuqi+€E+Epoo) Asa 0 Age 0 Ass

Q= Agr Ay Ays Agq Ays Age Ay Ays
Ag1 Ag2 Asgs Aga Ags Ags Agr Asgs

0 Arz &p1o A7zs 0 Aqe —(Mcpugi+€) Aqs

. Asg1 Agz Asgs Asgs Ags Asg Asgr Asgs
is a (2N + 2¢) x (2N + 2¢) square matrix. Below are the

each entry of the matrix Q:
Az =(20...0)1.1,A14=(00...0); n_1>

2pqy 0
o 0
A21: ,A23: . 9
o 0
0 c—1x1 A/ e—1x1
A16:(00"'O)lxc—l’Alsz(00"'0)1><N—17
—(A42pq1) A - 0
3uq1 —(A+3pq1) - . 0 0
0 dpqr .. 0 0
Agp = : : o . .
X . .. A 0
0 0 - = (A (e=1)pqr) A
0 0 cpuql —(Acpqr)
00...00 0
00...00 0
00...00
Agg = | yAzs = ’
.. .00 0
00...00 0
00..:007 c—1xe—1 eixl
0 00...00
9 00...00
: 00...00
Ayr=| Agg = | 1 ;
6 L..ol00
9 00...00
c—1x1 00...007 ¢c—1xN-1
0 00...00
9 00...00
: 00...00
Ay = . 7A24: ’
0 00,00
0/ N-1x1 00...007 c—1xN—1
Azz = (00...cuaq )y . 1,A34=(X0...0)1 n_1,
Age = (00 &po1 )y, 1,
0
0
Agg =(00...0);, y_ 1, Ass=| - ’
0
0/ N—1x1
0 00...00
9 00...00
: 00...00
A83: . 7A42: L ’
0 00..00
0/ N-1x1 00...007 N-ixe—1
cuqr 2€po1
0 0
Ayz = . JAyur = : )
0 0
0 N—1x1 0 N—-1x1
0 00...0
0 00...0
: 00...0
A61: . 7A46_ L ?
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9 00...0
c—1x1 00...07 N—1xXc—1
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_ 0 .. 0 0
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6 ... 0 0
0/ c—1x1 S NEbeL o
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A52:(00..

0 )1xe—1>
A54:(00...O
.0

entries as zeros. Agg, Asg, Aoy, Ago,
A46, A62, A64, A687 A82 and Age are square matrices with

)
)1><N71 ’
Ase=(20...0)1,.1,A58=(00...0); n_1> all their entries as zeros.
§ § T § § From the equation (32) it follows that
Agp=| :
00,00 —ARj o+ RoAz; = (33)
00...007 c—1xc—1 1
99.--09 Ry oA12 + RoA2z + PioAsz = (34
Ags — 00...00 ’ RoAsz3 — (A + cpgr + &+ Epoo) P o
5o 8 8 +PoA4s +EproP1n = (35)
9?,\4'2'“21()) N 0 P1oA3s +PoAys +P1Agy = (36)
3Op f(AIS/un) . 8 —)\R(l) L+ RiAgs = (37)
" T s
Aos = : - 5 ’ PigAse + Ry Ase + RiAgg
0 0 o A _
0 S N S +PiAe = 0 (38)
8 8 . 8 8 2/6‘11 POA47 —+ R1A67
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Aes=| 1 Aes = | : —PLiAtcpgr +6) + PrAsr = (39)
6000 ' PoAys + P11A7s + P1Ags = (40)
00...007 c—1xN—1 0/ e-1x1
9 9 From equation (33), we get
Agr = | - ;Agi = | ;
0 0 1
X e—1x1 0/ N-1x1 Ryo = XROAM (41)
Azg =(00...0)1 .1, A74=(00...0)1, n_1> .
Azg = (0. .. (cnar+épnn) )y o1, A7s =(X0...0); n_1, Substitute Ré,O from (41) to (34) we get
00...00
0000
Agg = | - o R, — —AP; 0As2 42)
Lot 0 Az1A1s + Mg
30---00° N-lxe-1 Again putting Rg from (42) to (33), on solving we get
08 88
Agz = | 1 S ; R PigAszAz 43)
P 00 — —
o : A A AA
00007 No1xe— 21812 A2
8 Cuqr‘B?ﬁpu (36), we get
Ags = | - ,Agr = : ;
' ' —1
0 Nt 0y P, = —(PoAu+PoAs)Agl (49
- cpaqy P00) - -
eha 5 o Substituting the value of P; from (44) to (40), and solving
Agq = : 5 o ) we get
0 .
0 <. —(cnq1+NE+NEPoo) / N—1xN—1
25;810 35210 o 8 8 p (P1oAssAg) Ags — P11 Azs) 45)
Acs — o0 0 0 ’ (Ass — AsaAgy Asgs)
84 = . o ) ) )
0 0 il Nﬁ% tp 8 Putting the value of Py and Ry from (45) and (42)
(0/\ 0 .5.): 0A v Népo/) N—ixN—1 respectively in (35), and solving
—(Acugr+2 L 0 ad
(enqi+36p11) —(Atepqr+3¢) . . . 0 (% + (A cpgr + €+ Epoo) — %)PW
0 (cugi+4€pi1) - . . 0 Py = A
A88 = : Lo ' é‘plO a (Aqs*AT:‘lAAE‘,IASS)
. . o 0
(46)
0 0 o b
0 0 <o —(ep@+NE) /) N_1xN-1 =
Where, A1g, Asz and Aryo are the row vectors of order c-1 Pia W1Pro 47)
with all their entries as zeros. A4, A1, Asg, Ass, Ass, and  where,
A 74 are also the row vectors of order N-1 with all their entries Aaaafas i ( A+CMQ1+$+5P00)—%)
as zeros. Agg, Aoy, Agy and Agg are the column vectors of W; = 48~ 44784 -8B

order c-1 with all their entries as zeros. A4q, Ags, Ag1, Ags
and Ags are also column vectors of order N-1 with all their

ArgA
Epio— (—78 43, )
Agg—Agahgy Ass

Substituting the value of Py from (47) to (45), and



solve we get

(AzsAgiAgs — U1A78)Pr

b ! (48)
Aus — AgaAg  Ass
_ (AsaAg) Ass—%1Ars)

where, ¥y = Ass—AssAg, Ass

Po = ‘I’2P1,0 “9)
From (37), we get

RiA
Ry, = % °Y

Putting value of Réﬂ1 and P; ; from (50) and (47) respectively
in (38), On solving

—A(Ase+¥1A76)Pi o

R = AgsAs6 + A\es ©1
Ry = \¥P3P) (52)
_ _ (Ase+¥1Avre)
gliilr:g ‘tllllz ;al;m (52) in (50). We get
R(1J,1 = W3Ag5P (53)

Substituting the value of Py from (49) in (44). We get the
value of P as:

Pi = —(WaAu+ As4)Ag P (54)

We can obtain the value of Q)y 0 and (o ; by substituting the
value of R, and Rg, from (43) and (53) in (??) and (20)
respectively.

1q1Az2A21 P g

- - 55

Qoo A(A21A1z + Aa2) (55
WyAgs P

Qox = Hq1 3)\65 1,0 (56)

We can obtain the unknown constant P o by using normaliz-
ing equations:

1 c 1 N o1
Z Qo,i + Z Z RSJ + Z Z P.i = Qoo+ Ry, +Roe+ P+ Poe
i=0

k=1 1i=0 n=1i=0
+Qo1 + Rj, +Rie+ Py +Pre=1
(57)
where e is the unit column vector of dimension N.

Substituting the values of probabilities from equations (42),
(43),(47),(49),(52),(53), (54),(55) and (56) in (57), we get the
explicit expression for P; o as:

1

P =
1o [Ty + 5+ Uge + 1+ Wpe + L0LaBes | Py Agy + A\Tge + U1 — Trel
(58)
_ _ —pqi1As2Az; _ AzzAgq
Where’ \1’4 _)\AA(A21A12+)\A22)’ \1,5 - Az1A12+AA220 1
_ 32 — -
‘I’G = _A21A12+AA22 and ‘I’7 = —(‘I’2A44 —+ A34) 84 -

Thus, the rest of the steady-state probabilities of the model
can be obtained explicitly using (42),(43),(47),(49),(52),(53),
(54),(55) and (56) .
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