
mathematics

Article

Fluid-Flow Approximation in the Analysis of Vast
Energy-Aware Networks

Monika Nycz 1,* , Tomasz Nycz 2 and Tadeusz Czachórski 3,*

����������
�������

Citation: Nycz, M.; Nycz, T.;

Czachórski, T. Fluid-Flow

Approximation in the Analysis of

Vast Energy-Aware Networks.

Mathematics 2021, 9, 3279.

https://doi.org/

10.3390/math9243279

Academic Editor: Vladimir M.

Vishnevsky

Received: 31 October 2021

Accepted: 14 December 2021

Published: 16 December 2021

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2021 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

1 Department of Computer Networks and Systems, Silesian University of Technology, 44-100 Gliwice, Poland
2 Department of Distributed Systems and Informatic Devices, Silesian University of Technology,

44-100 Gliwice, Poland; tomasz.nycz@polsl.pl
3 Institute of Theoretical and Applied Informatics, Polish Academy of Sciences, Bałtycka 5,

44-100 Gliwice, Poland
* Correspondence: monika.nycz@polsl.pl (M.N.); tadek@iitis.pl (T.C.)

Abstract: The paper addresses two issues: (i) modeling dynamic flows transmitted in vast TCP/IP
networks and (ii) modeling the impact of energy-saving algorithms. The approach is based on the
fluid-flow approximation, which applies first-order differential equations to analyze the evolution
of queues and flows. We demonstrate that the effective implementation of this method overcomes
the constraints of storing large data in numerical solutions of transient problems in vast network
topologies. The model is implemented and executed directly in a database system. It can analyze
transient states in topologies of more than 100,000 nodes, i.e., the size which was not considered until
now. We use it to investigate the impact of an energy-saving algorithm on the performance of a vast
network. We find that it reduces network congestion and save energy costs but significantly lower
network throughput.

Keywords: fluid-flow approximation; computer networks; energy-aware networks; data analysis

1. Introduction

The size of the Internet is exponentially increasing, reaching 5168 million users in
March 2021 [1]. Since 2010, global Internet traffic has increased 15-fold, or 30% per
year (40% in 2020) [2]. Understanding the behavior of this complex system is of critical
importance; yet, modeling it is a challenge. We need tools to help us better understand
and predict the effects of changes concerning the Internet’s configuration, load, and traffic
control algorithms. We should model the impact of network parameters on the quality of
transmissions and energy consumption. The latter is an important problem; globally, data
transmission networks consumed 260–340 TWh in 2020, or 1.1–1.4% of global electricity
use [2,3]. There is a constant effort to improve the energy efficiency of these networks;
fixed-line network energy intensity measured in kWh/GB has halved every two years since
2000 in developed countries, and mobile-access network energy efficiency has improved
10–30% annually in recent years [2].

Performance evaluation techniques for communication networks are based on discrete-
event simulation, experiments, or mathematical analysis [4].

There are well-tested tools such as ns-2, in [5], ns-3, in [6], or OMNet++, in [7], for
discrete-event simulations. They may model many specific protocols and network types
on packet-level, i.e., simulator mimics the behavior of every packet in a network, but their
capabilities fall behind the Internet size. Moreover, if we want to see the effects of traffic
control decisions, transient analysis is needed. It means repeating the simulation many
times to obtain statistics for specific moments in time and is highly time-consuming.

In experiments, the network under study is constructed using real devices and com-
puters. It enables a detailed performance evaluation, but it generally lacks flexibility and
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requires significant effort and cost to build the actual system; it is unrealistic in the case of
the Internet.

Therefore, the approach based on the mathematical description, even if it is simplified,
is adopted by many authors, e.g., [8–10]. It was used mainly to study the quality and
stability of traffic control algorithms, e.g., TCP/IP congestion window mechanism. We
apply it to investigate energy consumption issues.

In practice, three analytical approaches may analyze transient states: numerically
solved Markov models, diffusion approximation, and fluid-flow approximation, see [11].
Below we discuss their choice.

The Markov chains were used by Erlang [12] and Engset [13] for the analysis of early
telecommunication systems, and remain a standard tool of queuing theory and performance
evaluation. They may model complex features of Internet traffic, such as self-similarity and
long-range dependence, e.g., [14], and serve well in the evaluation of single IP routers [15].
However, similarly to discrete-event simulation models, they describe a network on the
packet level; therefore their possibilities are limited by the explosion of states. Each state of
a Markov chain corresponds to the state of an investigated system. State probabilities are
obtained by solving the Chapman–Kolmogorov equations, which are algebraic in the case
of steady-state analysis and differential in the case of the transient one. The appropriate
numerical methods [16] and specialized software [17,18] are continuously being developed
and allow us to solve systems of the size of hundreds of millions of equations. However, it
is still insufficient to model Internet configurations.

Therefore, we need to apply methods such as diffusion approximation or fluid-flow
approximation, which refer to changes in flow intensity and may be used to investigate
much larger topologies.

The method of diffusion approximation was introduced by Gelenbe [19] and Kobaya-
shi [20]; then the authors of [21] studied its numerical side. In this method, the number of
customers in a queuing system is approximated by the value of the diffusion process. The
density function of the process is obtained by solving a second-order partial differential
equation with parameters depending on the mean and variance of the interarrival and
service time distributions in the considered queuing system. This density corresponds to
the time-dependent queue distribution [11,21]. The size of the considered networks may be
much larger than in Markov models; in [22] we analyzed with the diffusion approximation
a network having 1000 nodes. However, due to complex computations, the method cannot
be applied to Internet topology.

Because of the above constraints, we decided to implement models based on the
fluid-flow approximation. This simplified approach was introduced by Moran [23] to
study water reservoirs and storage systems and then adopted by computer science. It
was used for the analysis of computer networks in a series of articles by Towsley and his
group, e.g., [8,9] and then e.g., by Sakumoto et al. [10]. It is a first-order approximation;
the time-dependent flows and queues are represented only by their mean values and
linked by first-order differential equations. Therefore, it is less accurate than the diffusion
approximation; a numerical comparison of diffusion and fluid-flow methods modeling
transient states was presented in [24].

The simplicity of fluid-flow approximation allows us to build models of much larger
networks and makes it possible to implement the basic principles of traffic control applied
in TCP/IP stack. Implementing such models, we discovered that their computational
bottleneck is not in the numerical solution of a massive system of equations but in storing
and retrieving intermediate results needed in the transient analysis where the current
state of the network depends on the network’s history. Therefore, we built a practical
implementation of the fluid-flow model inside a professional database system. A few
issues of this approach and its usage were previously discussed in [25–28]. Here, we
concentrate on modeling energy-aware nodes that fall asleep when their queues are small.
The model gives us information on the effects of this policy on the performance of a
large-scale network.
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The contributions of the article are as follows.

(i) we develop a queuing model of an extensive computer network. The model captures
the dynamics of flows changing due to the nature of transmitted traffic and the
network’s control algorithms. We consider the TCP Reno algorithm cooperating with
the RED algorithm on IP level, but they may be easily replaced by other algorithms.
The model is based on the well-known fluid-flow approximation. Its original part is
the implementation of the whole structure inside the database system. This is the way
to overcome the limitations of storing and using large amounts of data resulting from
the size of the model and the analysis of transients. This unconventional solution
allows us to model previously inaccessible topologies related to the Internet.

(ii) we apply this model in the quantitative analysis of the impact of an energy-saving
algorithm used in routers on the network’s performance. We discover that it reduces
network congestion and save energy but significantly lowers network throughput.
The studied network has a realistic hierarchical, nonhomogenous structure with
routers and links of various throughputs and buffer sizes and is a copy of an existing
part of the Internet; it was taken from a map developed in the Opte project in [29].

The rest of the article is organized in the following way. Section 2 gives a brief review of
recent works on green networks solutions and fluid-flow applications. Section 3 provides
the basic model of the fluid-flow approximation in the case of an arbitrary topology
network and introduces our energy-saving node model. Section 4 presents the model’s
implementation details and obtained results illustrating the impact of the energy-saving
policy on the performance of a vast network. We also give the model execution times and
memory consumption. Conclusions are in Section 5.

2. Related Works

A continuous increase in the number of clients or end-user devices connected to a
network [30] makes it necessary to concentrate on the topic of energy consumption and its
impact on the quality of the provided services. Energy consumption is important both for
individual devices and for the entire system. The literature describes energy-aware sensors
(e.g., [31]), mobile networks (e.g., [32]), and wireless networks (e.g., [33]). For data centers
and cloud computing, energy saving is also a significant issue in terms of economic and
environmental reasons: the lack of energy efficiency results in a loss of profitability [34] and
waste of energy. Attention also goes to software energy consumption, [35]. The common
assumption that it is enough to limit CPU consumption to save energy turned out to be
inadequate; see the results of [36] where a software tool allows monitoring the energy
consumption provided by Intel’s CPUs for verification algorithms. The biggest concerns,
however, are raised by cryptocurrencies. Reference [37] illustrates the steady increase in
energy consumption during cryptocurrency mining and points out the environmental
hazards in this area. Therefore, many energy-saving areas are being explored. Following
the development of edge computing, cloud computing, and 5G networks, the most recent
focus includes migration methods and scheduling certain tasks from local devices to
remote cloud processing [38,39], energy management systems focused on security [40],
task allocation algorithms in multi-cloud networks [41], and energy-aware video streaming
for mobile devices [42,43]. Increasingly more works are also related to energy saving in the
context of Internet of Things networks, e.g., [44–46].

To the best of our knowledge, one of the first attempts to build a unit of a green primary
network was [47]. The authors identified the need to redesign the wired network hardware
to make the router more energy efficient. The work was part of the ECONET project,
where 13 prototypes of network devices were developed that enable energy savings. The
paper focuses on one of the prototypes that can aggregate multiple data planes of software
routers. The implementation reduced energy consumption while maintaining satisfactory
performance. In the same project, the paper [48] studies the impact of TCP transmission on
the energy efficiency of network devices. On the basis of the analysis of real measurements
over multiple TCP connections and variants, the work defines key indicators in terms of
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energy and performance. It shows the impact of network scenarios and TCP variants on
the total energy consumed by network devices. Similarly, [49] analyzes the impact of TCP
network congestion traffic on the energy efficiency of end hosts. The paper describes the
significant energy gains from reducing the number of losses and retransmissions of the
TCP protocol. Several articles also introduce and investigate modifications to transmission
mechanisms or variants of TCP protocols, making them energy-saving while preserving
or increasing their performance, e.g., [50–55]. Reference [56], in turn, focuses on energy
consumption during the idle state. It proposes an algorithm to reduce power consumption
by bringing a router without associated clients into a sleep state instead of an idle mode.
The simulation results confirmed the assumed improvement in energy consumption.

In addition, queuing models can be applied to evaluate the impact of an energy-saving
configuration on the overall energy consumption in data centers. In [57,58], a data center
is represented as a queuing system with homogeneous servers and a central queue. The
servers work according to the specific policy; they switch on or off depending on the
number of jobs in the system to ensure the expected energy cost. The topic is continued
in [59], where a data center is represented as a fluid-flow system. Energy consumption
depends on the achievement of the defined thresholds of the buffer capacity. A review of
existing data centers modeled as queuing systems, including classical and energy-aware
performance, can be found in [60]. A general model of energy-aware server based on
M/G/1 queue is shown in [61]. In the case of network nodes, the authors of [62] study
the use of queuing theory to identify the number of bands needed to service the incoming
traffic in multi-band WiFi routers; unused bands are put into a sleep mode to save energy.

A single node model using the fluid-flow approximation of the TCP connection was
shown in [9]. In addition to a differential equation representing changes in the router queue
length, another was specified that describes the window size. The model is also enriched
with equations defining round trip time, the Active Queue Management (AQM) policy,
and a proposal for aggregating identical flows and timeout losses. A method to extend the
model to a network case was also indicated. Finally, the modeling results are compared
with the simulation. The article [8] introduces to the above model the order of stations
making a specified connection. It considers various AQM schemes and TCP variants
such as Reno, New Reno, and SACK. It also reduces the computational complexity of the
model by eliminating nodes that are not overloaded in the topology, ensuring this way the
scalability of the model. Another model following this approach incorporates short- and
long-term transient TCP flows [63]. The work considers the size of the congestion window
in both the slow start and congestion avoidance phases. It provides differential equations
that regulate the behavior of the threshold parameter and the average amount of data sent
by the source. All these works refer either to a single node or to a small network of several
nodes.

3. Fluid-Flow Approximation
3.1. Basic Model

The fluid approximation [8,9] uses first-order ordinary linear differential equations
to determine the average values of the node queues and the dynamics of TCP congestion
windows in a modeled network.

Consider a network of N nodes and K flows. Changes in the mean queue size qj at a
node j are defined in Equation (1) by the balance of the intensities of the input stream, i.e.,
the sum of all flows li(t) entering the node, and the output flow, i.e., the constant number
Cj of packets forwarded in a time unit, provided that the queue is not empty,

dqj(t)

dt
= ∑

i∈K j

li(t)−H(qj(t) > 0)Cj, (1)
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whereH(x) is Heavyside peacewise function,H(x) = 1 for x > 0 andH(x) = 0 for x ≤ 0.
The intensity of flows is controlled by the size of TCP congestion window

li(t) =
Wi(t)

Ri(qi(t))
(2)

where

- Wi(t) is the size of congestion window for connection i, i.e., the number of packets
(or more precisely blocks) the sender is allowed to dispatch without waiting for
acknowledgment of reception from the receiver;

- Ri(qi(t)) is the round trip time for a flow i, i.e, the mean time after which such
acknowledgment is received.

All model parameters are shown in Table 1. In the following paragraph, all parameters
presented in Table 1 are described in detail.

Table 1. Notations used in the paper.

Element Parameter Meaning

Node N Total number of nodes
qj Current queue size at j-th node
Cj Output flow of j-th node
pij Loss probability at j-th node for i-th flow
xj Weighted average queue length at j-th node

tminj Lower threshold for xj queue
tmaxj Upper threshold for xj queue
pmaxj Maximum loss probability at upper threshold for xj queue

wj Weight for xj queue
TA Lower threshold that switch off router’s service
TB Upper threshold that switch on router’s service

Flow K Total number of flows
K j Set of flows crossing node j
lj Throughput of input stream of j-th node

Wi Congestion window size of i-th flow
Ri Round trip time of i-th flow
qi Set of current queues at i-th connection
V i Set of nodes for i-th connection
T i Propagation time between i-th and (i + 1)-th nodes
Li Set of links for i-th connection
Ni Number of identical flows at j-th node

Time t t-th time step
∆t Time length of a time step
τ Time when the loss occurred

Mode N −mode Normal mode
ES−mode Energy-saving mode

The round trip time is computed as

Ri(qi(t)) = ∑
j∈V i

qj(t)
Cj

+ ∑
j∈Li

Tj . (3)

where

- qi is the set of mean queues in connection i,
- V i is the set of nodes belonging to the connection i,
- Tj is the propagation time between two nodes j, j + 1,
- Li is the set of links between the nodes belonging to connection i.
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Following TCP principles, the intensity of each flow i is determined by a time-varying
congestion window size Wi kept by the sender of this flow. Equation (4) presents the
changes of the congestion window due to the basic Reno algorithm. It is no longer widely
used but serves as a reference in the performance evaluation of various newer variants of
TCP [64–68]. Following the original papers on fluid-flow approximation, we concentrate
here on the performance of Reno during the congestion avoidance phase. At the same
time, we prepare model extensions, including slow start and fast retransmit/fast recovery
phases, and another protocol may replace Reno itself.

The window size increases by one each round trip time in the absence of packet losses
(first term on the right side of Equation (4)) and decreases by half its current value, with a
delay τ (the sender is not immediately aware of the loss), after each packet loss occurs in
nodes on the flow path (the next term in Equation (4)). The intensity of losses for each TCP
connection is computed as the flow of packets,

Wi(t− τ)

Ri(qi(t− τ))

multiplied by the probability that a packet is lost at any node on its way. Therefore, the
changes in congestion window size are defined as follows:

dWi(t)
dt

=
1

Ri(q(t))
− Wi(t)

2
· Wi(t− τ)

Ri(qi(t− τ))
·
(

1− ∏
j∈Vi

(1− pij)

)
, (4)

where pij is the loss probability for packets of flow i at node j.
In AQM mechanisms used to control TCP/IP connections, a packet may be dropped

even if there is still a place to store it at a node. The drop probability p(xk) of a k-th packet
at any node is given by Equation (6). It is determined according to the well-known Random
Early Detection (RED) mechanism [69,70] as a function of the weighted moving average
of the queue length, Equation (5), where xk is the weighted average queue determined at
the arrival of the k-th packet, xk−1 is the average calculated at the arrival of the previous
packet, qk is the queue length at the arrival of packet k, and 0 < w < 1 is a parameter that
determines the balance between the history and the current state of the queue taken into
account in the control mechanism. We may see this average as a low-pass filter, eliminating
short-time changes of the queue and enhancing the long-time trends.

xk = wxk−1 + (1− w)qk. (5)

There is no simple recipe for choosing the weight w (neither for thresholds tmin and
tmax in Equation (6)), it depends on the type of traffic and its dynamics, see remarks in
[71,72]. In our model, we take a typical value w = 0.95. In a real network, the moving
average is determined by the arrivals of packets; here in the model, it is updated in fixed
intervals of ∆ = 0.1 s, when all model parameters are refreshed.

Changes in p(xk) are linear between thresholds tmin, tmax. Below the lower threshold,
there is no loss, and above the upper one, all packets are deleted.

p(xk) =


0, 0 6 xk < tmin

xk − tmin
tmax − tmin

pmax, tmin 6 xk 6 tmax

1, tmax < xk .

(6)

3.2. Fluid-Flow Approximation of an Energy-Efficient Node

We assume here that the router is either in a normal operating mode or in an energy-
saving one. It could be possible, e.g., in the SDN environment, by defining rules for
switching between the modes in individual nodes. The data on the current load are sent
through the SDN control–data-plane interface to the SDN controller, which decides on
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the working mode. Here, when the router is in energy-saving mode, it is not servicing
packets, but it collects them in the buffer. We introduce two independent thresholds for
queue length. They define the operating mode of the router in the following way:

1. When the actual queue length q decreases and reaches the lower threshold of TA, the
router service is switched off. This results in the growth of the router queue.

2. When the actual queue q increases and reaches the upper threshold of TB > TA, the
router service is switched on. It is the moment when we assume that the router has a
long enough queue to start transmitting.

3. In other cases, the state of the router does not change.

The introduction of hysteresis TB − TA prevents the router from constantly switching
between the two modes of operation. Equation (1) becomes

dqj(t)

dt
=



K

∑
i=1

Wi(t)
Ri(q(t))

· Ni − H(qj(t) > 0) · Cj, q > TB

K

∑
i=1

Wi(t)
Ri(q(t))

· Ni q 6 TA

K

∑
i=1

Wi(t)
Ri(q(t))

· Ni − H(qj(t) > 0) · Cj, q > TA, N −mode

K

∑
i=1

Wi(t)
Ri(q(t))

· Ni q < TB, ES−mode

(7)

where N-mode is the normal mode and ES-mode is energy-saving mode.

4. Implementation and Numerical Results

We compare two networks of the same topology, transmitting the same flows: one
is composed of standard routers (a basic model) and the other of energy-aware routers
(energy-saving model). To implement and compare both network models, we used the in-
memory database SAP HANA [73]. The calculations were performed on 1 TB SAP HANA
Appliance. The models were implemented in the Structured Query Language (SQL) as
a database procedure consisting of an initial step and a stepwise loop over predefined
time. The network parameters (topology structure, RED parameters, initial queues, nodes
capacities, initial TCP windows sizes) were loaded from CSV files into dedicated database
tables, Figure 1, in the initial phase.

Figure 1. Database schema for numerical calculation.

For router and flow parameters, we defined the ROUTERS and FLOWS table. They
stored the values of the current step (q, x, p, W, R, l, N) and fixed parameters (C, tmin,
tmax, pmax, w, T). The previous steps were collected in the ROUTERS_HISTORY and
FLOWS_HISTORY tables. For each flow, the loss values were saved into the LOSSES table.
This table acted as a table with current and historical data. The structures of the network
were preserved in the PATHS table.
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With each modeling step, the nodes and flows parameters were updated. Algorithm 1
consists of two types of blocks: calculations and saves. Within the calculation block, we
used the UPDATE FROM SELECT statement, which first calculated all parameters for each
router/flow using the ROUTERS/FLOWS table using nested SELECTs and then UPDATE
the corresponding rows with those values. The save block was made using the INSERT
FROM SELECT statement, which writes the result rows into the ROUTERS_HISTORY/FLOWS_
HISTORY table. Similarly, we calculated and saved losses, however, using the UPSERT
FROM SELECT statement, which updated the value in LOSSES table when it has previously
been present or inserted a new value otherwise. The energy-saving modifications of the
basic model, see Algorithm 2, were made within CalculateAllParametersForAllRotuers.

Algorithm 1: Fluid-flow approximation written as a database procedure
input :Empty schema tables and configuration files
output :Schema tables with results

/* Process initial step */
t← 0;
CalculateMissingParametersForAllRotuers(t) ; /* x, p */
SaveAllParametersForAllRouters(t) ; /* q, x, p */
CalculateMissingParametersForAllFlows(t) ; /* R, L */
SaveAllParametersForAllFlows(t) ; /* W, R, L */
CalculateAndSaveLossesForAllFlows(t);

/* Process other steps */
t← step;
while t 6 end of modeling time do

CalculateAllParametersForAllRouters(t) ; /* q, x, p */
SaveAllParametersForAllRouters(t) ; /* q, x, p */
CalculateAllParametersForAllFlows(t) ; /* W, R, L */
SaveAllParametersForAllFlows(t) ; /* W, R, L */
CalculateAndSaveLossesForAllFlows(t); /* λ */
t← t + step;

Algorithm 2: Energy-saving modification of fluid-flow approximation

if SwitchOnFlag = 0 and q > TB then
SwitchOnFlag← 1;

else if SwitchOnFlag = 1 and q 6 TA then
SwitchOnFlag← 0;

else
SwitchOnFlag← SwitchOnFlag;

(. . .)

if SwitchOnFlag = 1 then
q←W/R ∗ (1− p)− C;

else
q←W/R ∗ (1− p);

As the modeling results, we obtained two groups of data, which were then queried to
extract the specific values of interest. The data were then plotted using the Gnuplot [74] or
Gephi [75] tools to visualize the characteristics.

We remark that the Structured Query Language, which is a domain-specific language
designed for managing data held in a relational database management system, may be used
not only for data manipulation but also—with much success—for numerical calculations.
The use of a database is essential for this implementation because it facilitates the processing
of large amounts of data necessary for the analysis of transient states. All results are
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stored in the database, and SQL queries may highlight any desired aspect of the network
performance.

To compare the performance of both networks, we used an exemplary topology, [29],
with 134 thousand nodes and 50 thousand flows that traverse the network. The method of
topology extraction is described in [76].

Considering a topology of this size, we have nearly 9.5 GB and 10 GB of data to
compare. Individual sizes are listed in Table 2.

Table 2. Comparison of the number of rows, memory, and disk size for the basic (B) and energy-saving
(E) models.

Table No of Entries Memory Size (KB) Disk Size (KB)

FLOWS_B 50,000 4201 4460
FLOWS_E 50,000 4217 4468

FLOWS_HISTORY_B 50,050,000 3,939,782 3,863,984
FLOWS_HISTORY_E 50,050,000 3,997,634 3,832,560

ROUTERS_B 134,023 4706 4800
ROUTERS_E 134,023 4806 4944

ROUTERS_HISTORY_B 134,157,023 3,698,226 3,567,340
ROUTERS_HISTORY_E 134,157,023 3,967,444 3,788,272

LOSSES_B 44,559,219 1,905,595 1900 128
LOSSES_E 45,721,414 2,020,755 1,936,288

The initial values of queue lengths were set to zero, and the initial sizes of the conges-
tion windows were set to one. The nodes were not homogeneous; their parameters were
chosen based on the volume of traffic they transmitted. The buffer volume (maximum
queue) B was in the range B ∈ [15; 469785] packets, and the speed of node C ∈ [1125; 99933]
packets/s. In energy-saving mode, we set the C-disabling thresholds TA to 20% of B and
TB to 25% of B. The rest of the parameters remained the same as in normal mode. All
presented results are based on the samples collected for each second of modeling time.

The first set of results presents the percent of the idle time of the routers when they
are not transmitting (C = 0 or q = 0) in normal mode, Figure 2, and in energy-saving
mode, Figure 3. Here we do not preserve the network topology. The meaning of colors is
as follows:

• 0% (red)—the router is always transmitting,
• 50% (yellow)—the router is transmitting for at least 50% of the time,
• 100% (green)—the router is never transmitting,
• between the above values, there are intermediate colors.

In the basic network, only 3.52% of the routers were idle and did not transmit for less
than 25% of the time (Table 3). Most routers (94.17%) idled between 25% and 50% of the
time, while only 2.31% of the nodes idled up to 75% of the time.

In energy-saving mode, the results have changed significantly. A tiny number of
nodes (0.0024%) were in a non-transmitting state below 25% of the time. Only 0.84% of the
routers idled up to 50% of the time. However, 99.15% of routers did not transmit up to 75%
of the time. Some of them (0.006%) have never sent a packet (100% of the time).

Table 3. Comparison of the number of nodes in an idle state (non-transmit) between the basic (B)
and energy-saving (E) models.

State Idle Time (%) Nodes in N-Mode (%) Nodes in ES-Mode (%)

Highly active 0–25 3.52 0.0024
Active 25–50 94.17 0.84

Mostly idle 50–75 2.31 99.15
Idle 75–100 0 0.006
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Figure 2. Idle times per router, basic model.

Figure 3. Idle times per router, energy-aware model.

We have additionally collected the idle time statistics for the most prolonged flow in
the network (42 nodes) for the whole modeling period. The visualization in Figure 4 shows
the difference of idle time between the two types of nodes, which varies between +18.8%
and +40.6%.
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Figure 4. Comparison of the idle times in the longest flow, basic and energy-aware models. The
horizontal axis displays the unique numbers of network nodes that form the path of the flow.

The second set of results aims to determine the congestion rate. We proposed two
indicators: CR1i and CR2i. The first one is computed for any station i as the average of the
ratios of queues qesi in the energy-aware network and queues qni in the basic network over
the entire time, according to Equation (8), while the second is defined as the quotient of the
average queues over the whole period, Equation (9). In both cases, we omitted the values
where the queue lengths in the normal mode were zero.

CR1i =
1
T
·

T

∑
j=1

qesi,j

qni,j

, ∀jqni,j > 0 (8)

CR2i =
1
T ·∑

T
j=1 qesi,j

1
T ·∑

T
j=1 qni,j

. (9)

The resulting CR1i rate ranged from 0.1876085 to 34,774.9. Thus, we decided to group
them into six categories:

(a) CR1i > 10, 000 circa 0.0048% of nodes,
(b) 1, 000 < CR1i 6 10, 000 circa 0.054% of nodes,
(c) 100 < CR1i 6 1, 000 circa 0.38% of nodes,
(d) 10 < CR1i 6 100 circa 4.9% of nodes,
(e) 1 < CR1i 6 10 circa 93.33% of nodes,
( f ) CR1i 6 1 circa 1.33% of nodes.

Most of the values indicated that the congestion of a particular router was generally
[1; 10] times greater (category e) in energy-saving mode than in normal mode (Figure 5).
After further examination, the cases in category (a) turned out to be routers with small
buffers (18, 63, and 309 packets). In normal mode, the queue lengths at particular moments
in time were practically null: at 10−6 level in the case of the 18-packet buffers and 10−4 for
the 309 one, while the values in energy-saving mode exceeded the TB threshold (25%). The
adopted colors in the figure represent the average number of times the congestion in the
energy-saving network is greater than in the standard network:

• 0.558—violet,
• 14,110.012—white,
• 28,219.465—green,
• between the above values, there are intermediate colors.
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Figure 5. Congestion rate (CR1i) in the network.

The congestion rate (CR1i) turns out to be very sensitive to transient spikes in the
quotient values (

qesi
qni

). Sometimes even a single large value of quotient results in a huge
increase in congestion rate CR1i. Thus, we introduced another congestion rate of CR2i,
Equation (9), which allows a general comparison of queues in both modes.

The congestion rate CR2i illustrates how many times in the analyzed topology queues
in the energy-saving mode are longer than the queues in normal mode. The extreme
values we discover are 0.5714 and 3.3297, while for most nodes (99.7%) the changes are less
significant—the indicator is in the range [0.75; 2.0]. The values are presented in Figure 6,
where the values below 0.75 (violet) and above 2.0 (green) are enlarged.

The third set of results is focused on the identification of overload periods in the
network nodes. The results are presented as functions of time within an interval of 100 s
of a modeling session. Figures 7 and 8 present, for standard and energy-saving models,
as a function of time, the number of routers that have current queue lengths exceeding
20%, 25%, 50%, and 75% of the router buffer capacity. Figures 9 and 10 present for
both networks the time-dependent average percentage occupancy of all router buffers
and the average throughput of the entire network. The energy-saving mode is seen
to contribute to eliminating congestion periods and its performance is much smoother.
However, the average throughput of connections in the energy-saving network is much
lower, 4.49 (packet/s), than 8.31 (packet/s) in normal mode. If we queue packets and
limit the transmission further, the bandwidth decreases. This is acceptable for non-priority
traffic or for packets that do not have to meet the QoS conditions because it reduces the
cost of electricity. Although for QoS traffic the decrease is too significant, thus the threshold
parameters would have to be adjusted.
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Figure 6. Congestion rate (CR2i) in the network.

Figure 7. The number of routers having current queue lengths greater than 20% and 25% of their
buffer sizes in basic and energy-saving models.
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Figure 8. The number of routers having the current queue length >50% and 75% of the buffer for
basic and energy-saving models. The curves for energy-saving mode are close to zero and practically
invisible on the linear scale.

Figure 9. Average occupancy of router queues (percentage of buffer volume) as a function of time for
basic and energy-saving models.
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Figure 10. Average throughput per link in the network as a function of time for basic and energy-
saving models.

At the end, we give a few data on the model execution times. The computation, i.e.,
generation of both data sets using database procedures, was carried out in parallel for both
models and took about 48 min (in the case of a toy 15-node network it was 20 s). Other
times are not significant. The import of configuration data, including initial values, took
2 s per model, with 75% of the time to import the network structure. It should be noted
that we have not focused on optimizing the time of data generation. The resulting data sets
may be exploited, posing various inquiries, typically as several lines in SQL, precisely what
type of results we need. The selection and export of data corresponding to the inquiries
is generally below 1 s, e.g., extracting the data for idle period charts (Figures 3 and 8)
took 951 milliseconds; the export of the indicated data takes additionally several dozen
milliseconds per file. It took a total of 2.3 s to generate all four data sets indicating overload
moments (Figure 8). Calculations of CR1 (Figure 5) and CR2 (Figure 6) took 12.5 s and 3.6 s,
respectively. It took 14 s and 3.8 s to determine the average buffer volume (Figures 9 and 10,
respectively.)

5. Conclusions

Queuing models, exploited for 100 years in performance evaluation of telecommuni-
cations systems and computer networks, usually refer to single nodes or small topologies.
However, it is crucial to see the impact of various decisions, e.g., introducing new protocols
or devices, on a much larger scale, corresponding to the size of the Internet.

In this article, we demonstrate that it is possible to formulate models which can analyze
the performance of of very large network topologies. The use of fluid-flow approximation
and the appropriate environment enables quantitative analysis based on the transient states
of a network having more than one hundred thousand nodes and actual Internet topology,
which is hierarchical and heterogeneous, with links and nodes of various capacities. A
model of this size was never implemented before.

As the research of solutions minimizing the Internet’s energy consumption becomes
an urgent issue, the model is used to investigate how the introduction of energy-saving
on–off nodes influences the performance of the whole network. We see that it reduces
network congestion and saves energy costs but significantly lowers network throughput.
The approach tested here may facilitate various studies on large-scale networks.

In future work, we intend to investigate large topologies of the Internet of Things and
Software Defined Networks. The Internet of Things and new services generate increasing
traffic volumes and create new challenges for its transmission. Network structures based
on static switches are not well suited to assure high performance, energy efficiency, and
reliability in dynamically changing environments, and are not flexible enough to maintain
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Quality of Service for increasingly complex networks. SDN provides flexible and scalable
routing, link failure recovery, load balancing, and security issues. As we have seen already
with the use of diffusion approximation studying small SDN topologies, the SDN network
is most of the time in a transient state due to frequent decisions of the controller [77,78].
Therefore, any optimization of its performance should be based on transient state modeling.
The model presented here may reflect any network topology and time-dependent routing
based on the decisions of the SDN controller, predicting the resulting transient behavior.
Therefore, it is well suited to the performance evaluation of SDN networks and may
be used for their optimization. We only need to define a goal function that combines
QoS parameters such as transmission time, its variation, and loss probability with energy
consumption.
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14. Domański, A.; Domańska, J.; Filus, K.; Szyguła, J.; Czachórski, T. Self-Similar Markovian Sources. Appl. Sci. 2020, 10, 3727,

doi:10.3390/app10113727.
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